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Motivating examples : CLIP 
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https://arxiv.org/pdf/2103.00020.pdf
https://cdn.openai.com/papers/dall-e-2.pdf

https://arxiv.org/pdf/2103.00020.pdf
https://cdn.openai.com/papers/dall-e-2.pdf


Motivating examples: CLAP

3

Dog bark dataset

Reproducible here

https://huggingface.co/datasets/437aewuh/dog-dataset
https://github.com/sandhyat/ContrastiveLearning_Tutorial/blob/main/CLAP_model.ipynb


Audio to image retrieval without seeing the (audio, image) pair data

4https://c-mcr.github.io/C-MCR/index.htmlhttps://arxiv.org/pdf/2305.14381.pdf

Connecting- Multimodal contrastive learning

https://c-mcr.github.io/C-MCR/index.html
https://arxiv.org/pdf/2305.14381.pdf


Why this tutorial? 
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Existing tutorials do not 
cover all the modalities



Outline

Part 1: Contrastive learning foundations

Part 2: Contrastive learning in different modalities and applications

Part 3: Hands on demo for time series and tabular data representations examples

Part 4: Beyond unimodal contrastive learning
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Part 1: Contrastive learning foundations 

● What is contrastive learning? 
● Main components in learning: augmentations/views, loss functions 
● Augmentation and loss function examples
● Evaluation and applications of CL
● Why does contrastive learning work?

7



Different learning paradigms
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Supervised Learning Semi-supervised 
Learning Unsupervised Learning

Self-supervised learning
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Contrastive 

Compare projections 
from the same 

example (positive 
pairs) versus 

projections from 
different examples 

(negative pairs)

Multi-view Self-supervised learning

Learn representation by comparing different views / 
encoders of the same object

Distillation based

Projections of one 
encoder used as target 

for other

Clustering based 

Predicting 
cross-cluster codes 

using clustered 
projections 

Self-reconstruction 

Learn representation by 
reconstructing example after noise / 

dimension reduction



What is contrastive learning? 

Learn higher level feature representation where the data itself provides supervision via comparison 

Similar data points close, dissimilar ones are far apart

10Source: Khosla et. al. 2021

embeddings

https://arxiv.org/pdf/2004.11362.pdf


Contrastive learning components
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Input data Optimization over an 
objective

What
??

How?
?

What
??

How
??

Different 
views

Different 
modalities

Augmentations

Different 
sources of 
information

Loss 
maximizing 
similarity 
between 
representations

Training and 
batch 
construction 
(choice of 
negative pairs) 
strategies

Models

Encoders

Projection 
heads



Examples of data augmentations

Vision: Random crop, Rotation, Adding noise, masking, color 
jitter

12

Text: lexical editing, back translation

EDA: Easy Data Augmentation Techniques for Boosting 
Performance on Text Classification Tasks.
What makes for good views for contrastive learning?

Label preserving: A good set of views are those that share the minimal 
information necessary to perform well at the downstream task.

https://arxiv.org/abs/1901.11196
https://arxiv.org/abs/1901.11196
https://proceedings.neurips.cc/paper/2020/file/4c2e5eaae9152079b9e95845750bb9ab-Paper.pdf


Multiple views of the same data

Images

13

Text

Two views



More than one modalities or data types?

● Availability of additional source of information 
○ Captions of images
○ Subtitles in videos

● Issues with unimodal self supervised learning
○ High inter-class similarity in some domains

● Can be used in
○ Zero shot learning by using one set of embeddings and 

matching 
○ Combining representation from different modality 

sources 
■ Demographics + Vitals + medications for 

readmission prediction

14

Image 
encoder

Textual 
encoder

Image Caption

Intra-contrastive loss

Inter-contrastive loss

Solution class: ConVIRT

https://arxiv.org/abs/2010.00747


Contrastive loss objectives
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Contrastive loss (2005)

Face verification

Min: embedding distance 
if x1,x2 genuine pair
Max: if x1, x2 imposter 
pair

Triplet loss (2015)

Optimize s.t.

Dist( + , 
anchor+margin) < 
Dist(-, anchor) 

N pair loss 2016

Lifted structured loss 2016

Soft nearest neighbour loss 2019

Noise contrastive estimation 2010 

Learning by comparison of target 
(positive) and noise (negative) 
distribution

Relates to the log-likelihood in a 
logistic regression model for 
discrimination

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=1467314
https://arxiv.org/abs/1503.03832
https://papers.nips.cc/paper/2016/file/6b180037abbebea991d8b1232f8a8ca9-Paper.pdf
https://arxiv.org/abs/1511.06452
http://proceedings.mlr.press/v97/frosst19a/frosst19a.pdf
http://proceedings.mlr.press/v9/gutmann10a.html


Noise contrastive estimation based losses
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InfoNCE loss 2018

Context c

N samples (positive + negatives)  

X = [x1, x2,...,xN]

f is the density ratio used to predict the 
future x observations using the context 

NT-Xent 2020

InfoNCE with

f  as cosine similarity

Positive and negatives are normalized 
embeddings 

Addition of temperature parameter

https://arxiv.org/pdf/1807.03748v2.pdf
https://arxiv.org/abs/2002.05709


Contrastive Learning evaluation and application
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CL trained encoder

Linear evaluation
Fine tune and attach a classifier 

head

Transfer learning
Use CL learnt representation 

for another task

Semi-supervised learning

Generative tasks

Zero shot learning by similarity 
scores of embeddings of modalities



Explanation for the working of contrastive learning

● Geometric interpretation in embedding space
● Relation to mutual information

18



Understanding contrastive learning through alignment and uniformity on 
the hypersphere

19

https://arxiv.org/abs/2005.10242
https://arxiv.org/abs/2005.10242


The Role of Entropy and Reconstruction in Multi-View Self-Supervised Learning

InfoNCE loss lower bounds the MI between learnt representations of different 
views             MI maximization 

20

Mutual information (MI), Entropy and reconstruction (ER) based explanation for CL

Another approach for contrastive optimization can be to maximize the ER bound.

https://arxiv.org/pdf/2307.10907.pdf
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Part 2: Contrastive learning in different modalities and applications

● Augmentations are not universal
● Augmentations in different modalities

○ In input space
○ In embedding space

● Choice of good augmentation/views and beyond
● Batch construction strategies in different modalities
● Optimization objective and training strategies as adapted by different 

modalities
● CL application in other modalities

22



Need for specific augmentations in different modalities

23

Rotations don’t make sense  in time-series



CERT: Contrastive Self-supervised Learning for Language Understanding

● Token level target might not capture global semantics, hence sentence based augmentations 

24

MoCo framework

BERT

Queue

Back 
Translation

Similarity
Sentence (s)

s1

s2

query

key

Sentence based Back translation augmentation
Input data 
augmentations

https://arxiv.org/pdf/2005.12766.pdf


Self-supervised contrastive representation learning for semi-supervised time-series classification

Cross view task that uses the 
context of one augmentation to 
predict the future embedding of 
another augmentation

1) Weak augmentations: 
scaling and time shifting

2) Strong : permutation, 
strong jittering

Use of different set of augmentation functions
Input data 
augmentations

https://arxiv.org/pdf/2208.06616.pdf


CLOCS: Contrastive Learning of cardiac signals across space, time and patients

Exploit different kind of invariances for a single modality for a specific patient

Domain dependent combination of augmentation and views
Input data 
augmentations

https://arxiv.org/pdf/2005.13249.pdf


Self Supervised Contrastive Pre-Training for time-series via time frequency consistency

Time-based and freq-based 
representations are closer in 
time-freq space where the 
consistency loss is defined.

Instead of both augmented 
views, original and augmented 
view are used for maximizing 
representation similarity. 

Frequency based augmentations
Input data 
augmentations

https://arxiv.org/abs/2206.08496


TS2Vec: Towards universal representation of time series

● Importance of contextual 
consistency: representations at the 
same time stamps in two 
augmented contexts (cropping and 
masking) as positive pair.

● Hierarchical contrastive loss

Augmentations that avoid level shift and anomalies
Input data 
augmentations

https://arxiv.org/abs/2106.10466


Finding Order in Chaos: A Novel Data Augmentation Method for Time Series in Contrastive Learning 29

Separate augmentation for phase and amplitude of a time series
Input data 
augmentations

https://siplab.org/papers/neurips2023-chaos.pdf


SubTab: Subsetting Features of Tabular Data for Self-Supervised Representation Learning

● Contrasting 
between the views 
(overlapping column 
subsets)

● Full table 
reconstruction 
based on column 
subset (better 
generalization)

30

Column subsets of a tabular modality are the augmentations 

Input data 
augmentations

https://browse.arxiv.org/pdf/2110.04361.pdf


Graph contrastive learning with augmentations

Identification and evaluation of different augmentations: node 
dropping, edge perturbation, attribute masking and subgraph

31

Data augmentations for graphs
Input data 
augmentations

https://proceedings.nips.cc/paper/2020/file/3fe230348e9a12c13120749e3f9fa4cd-Paper.pdf
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Improves generalization by tackling exposure bias: Never exposed to incorrect tokens during training

Contrastive learning for adversarial perturbations for conditional text generation 

Adversarial perturbations as contrastive views 
Embedding 
space 
augmentations

https://arxiv.org/pdf/2012.07280.pdf


Are Graph Augmentations Necessary? Simple Graph Contrastive Learning for Recommendation 33

Embedding 
space 
augmentations

Contrasting on noisy embeddings as views

https://arxiv.org/pdf/2112.08679.pdf


What makes for good views for contrastive learning?

InfoMin principle: Only share label information w.r.t the downstream task

34

Identify InfoMin aug set with reverse U 
downstream performance
RandomResizedCrop, Color jittering, 
Gaussian Blur, RandAugment, Color 
Dropping, JigSaw

Source: Blog

https://proceedings.neurips.cc/paper/2020/file/4c2e5eaae9152079b9e95845750bb9ab-Paper.pdf
https://blog.research.google/2020/08/understanding-view-selection-for.html


Label preserving to Label destroying augmentations

Specifying invariance → augmentations of input from different classes can collide

Viewmaker networks: Learn views/augmentations jointly with the representation.

Stochastically alter different parts of input → Not label preserving

Can also serve as feature dropout: preventing any one feature from becoming a 
shortcut feature and suppressing the learning of other features

35Feature dropout: Revisiting the role of augmentations in contrastive learning

https://arxiv.org/pdf/2212.08378.pdf


Understanding contrastive learning requires incorporating inductive biases. 36

Does choice of augmentation and contrastive loss always explain the success of 
contrastive learning?

https://arxiv.org/abs/2202.14037


Batch construction strategies in Contrastive Learning

● Batch independent negative pairs
● Batch dependent negative pairs

37



Unsupervised Feature Learning via Non-Parametric Instance Discrimination

● Non parametric classification problem at the instance level

38

Negative samples from a memory bank 

https://arxiv.org/pdf/1805.01978.pdf


Momentum Contrast for Unsupervised Visual Representation Learning

● Dictionary as a queue
○ Independent of minibatch 

size

● Momentum update
○

39

Avoiding the less consistent representations from the memory bank

https://arxiv.org/pdf/1911.05722.pdf


A Simple Framework for Contrastive Learning of Visual Representations

● Focus on 
○ Composition of augmentation
○ Longer training

● Introduce NT-Xent

40

Positive pair

Negative pair

Introduction of non-linear projection h and large batch sizes

https://arxiv.org/pdf/2002.05709.pdf


With a Little Help from My Friends: Nearest-Neighbor Contrastive Learning of Visual Representations 41

Positive samples from the nearest neighbour set of the anchor’s representation

https://arxiv.org/pdf/2104.14548.pdf


Hard negative mining

Identifying negative samples that have different label from the anchor but the embedding features 
may be very close.

Makes the discriminative task difficult→ learning of better representations

42Contrastive learning with hard negative samples

https://openreview.net/pdf?id=CR1XOQ0UTh-


Optimization objective and training strategies

● Combining  with curriculum learning
● Using teacher student model approach
● Neighbourhood based contrastive loss
● Mixing in input space based contrastive loss
● Object-level contrastive loss
● Tricks and tweaks for tabular contrastive learning

43



Efficient Contrastive Learning via Novel Data Augmentation and Curriculum Learning 44

Curriculum learning: every step or iteration

Stacked augmentations with increasing strength over the iterations

https://arxiv.org/pdf/2109.05941.pdf


TaCL: Improving BERT Pre-training with Token-aware Contrastive Learning

● Builds on top of the BERT model
● Improved performance demonstrated 

on English and Chinese language 
tasks

● Focuses on learning token level 
representations

45

Learning diverse token representation from frozen teacher model contrastively

https://arxiv.org/pdf/2111.04198.pdf


Neighbourhood contrastive learning applied to online patient monitoring

● Neighbourhood for sample i 
N (i) = {k != i | n(x_i, x_k) = 1}

● Neighbourhood alignment 
loss: positive pairs are 
projection and the 
corresponding neighbours in 
the momentum projection

● Neighbourhood 
discriminative loss: positive 
pairs are projection and the 
momentum based projection 
from other view

Neighbourhood embedded space as a supervisor

https://arxiv.org/pdf/2106.05142.pdf


Mixing Up Contrastive Learning: Self Supervised Learning for Time Series

● lambda in [0,1] following a Beta distribution with 
parameter alpha. Higher value of alpha→ more mixing

● Contrastive comparison between original sample and 
the convex combination

● Convex combination multiplier reflected in loss too

● Performance demonstration on ECG datasets

Convex combination of samples as an augmentation

https://arxiv.org/abs/2203.09270


Contrastive learning of structured world models

● Learning in environments with compositional structures where scenes can be 
disentangled into objects, their properties, and relations between them

48

Object level contrastive loss

https://arxiv.org/pdf/1911.12247.pdf


SCARF: Self supervised contrastive learning using random feature corruption

● Relies on augmentations 
generated by random 
corruption of features using 
values from feature’s 
empirical distribution.

● Performs well in limited label 
and label noise settings

● Insensitive to batch size, 
feature corruption type and 
rate, metric for maximizing 
similarity.

49

Feature noise as encoders and shared encoders for tabular datasets

https://browse.arxiv.org/pdf/2106.15147.pdf


SAINT: Improved Neural Networks for Tabular Data via Row Attention and Contrastive Pre-Training 50

Dual attention on compositely augmented tabular datasets

https://browse.arxiv.org/pdf/2106.01342.pdf


TransTab: Learning Transferable Tabular Transformers Across Tables

● Multiple tables are 
tokenized using a common 
standard and fed into a 
gated transformer

● The classifier token is used 
while optimizing the 
contrastive loss with column 
subsets as views.

● Significantly better 
performance for zero-shot 
and tabular learning

51

Column subset with metadata as views across multiple tables

https://browse.arxiv.org/pdf/2205.09328.pdf


10 mins break

● Questions from previous parts
● Water or restroom break
● Time to setup the laptop
● Get started with the git repo. 
● Any issues in starting those jupyter notebook

52



Part 3: Getting started with the demo

1) Clone the tutorial repo from 
https://github.com/sandhyat/ContrastiveLearning_Tutorial/tree/main

2) Datasets are included in the repository
3) Make sure you have a python compiler tested in a jupyter notebook

53

https://github.com/sandhyat/ContrastiveLearning_Tutorial/tree/main


TS2Vec implementation CL_for_TimeseriesDataset.ipynb
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Robustness to missingness (parameter ‘irregular’)

No missigness

20%

40%

https://github.com/sandhyat/ContrastiveLearning_Tutorial/blob/main/CL_for_TimeseriesDataset.ipynb


TS2Vec implementation CL_for_TimeseriesDataset.ipynb

Questions:

1) Impact of batchsize
2) Impact of representation dimension (rep-dims)

55

https://github.com/sandhyat/ContrastiveLearning_Tutorial/blob/main/CL_for_TimeseriesDataset.ipynb


SCARF implementation CL_for_TabularDataset.ipynb

56

Batch size: 128
Repr_dim: 16

Batch size: 128
Repr_dim: 100

Batch size: 256
Repr_dim: 16

Batch size: 256
Repr_dim: 100

Task: Predicting Alzheimer's 
present or not
Samples: 139+35
Features: 450

https://github.com/sandhyat/ContrastiveLearning_Tutorial/blob/main/CL_for_TabularDataset.ipynb


Questions:

1) Impact of corruption rate on quality of embeddings
2) Label noise robustness threshold

57

SCARF implementation CL_for_TabularDataset.ipynb

https://github.com/sandhyat/ContrastiveLearning_Tutorial/blob/main/CL_for_TabularDataset.ipynb


Part 4: Beyond unimodal contrastive learning

● Multimodal contrastive learning
○ Combination of different modalities
○ Shared vs unique information between modalities
○ Teacher student approach in multi-modal CL
○ Modality Gap
○ Issues

● Twist to Conventional CL losses
● Competitive non-contrastive approaches

58



Multimodal contrastive learning

If two modalities can be treated as two views/augmentations as in unimodal cases, then direct CL application possible.

59Image sources: Mind the Gap paper, 2022

https://arxiv.org/pdf/2203.02053.pdf


Contrastive Language-Image Pre-training, CLIP 

60

Create a 400 million image-pair dataset
Demonstrated the zero shot performance 
on various evaluation datasets

https://arxiv.org/pdf/2103.00020.pdf


Contrastive Language Audio Pre-training (CLAP) (Improved)
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Zero shot and fully supervised performance

● Feature fusion for variable length 
signals

● Keyword to sentence augmentation 
when only tags available

https://arxiv.org/pdf/2211.06687.pdf


Connecting multimodal contrastive learning  (CLIP + CLAP)

No need of paired data from the modalities to connect
62

https://arxiv.org/pdf/2305.14381.pdf


Factorized contrastive learning: Going beyond multi-view redundancy
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Assumption: shared information between modalities is relevant for downstream tasks 

Blanket of snow (IRFL dataset)

Demographics
Comorbidities

Low shared 
info

High unique 
info

Factorization of the 
information

Conditional augmentation

https://arxiv.org/pdf/2306.05268.pdf
https://arxiv.org/pdf/2303.15445.pdf


Role of supervised pretrained encoders in Multimodal CL

64

Contrastively trains 
both the image and 
text encoders from 
scratch

Contrastively trains only 
text encoder while using 
the embeddings from 
locked pretrained image 
encoder

Performs 3-way 
contrastive comparisons 
while training the image 
and text encoder from 
scratch and also 
matching the 
embeddings to a locked 
pretrained image 
encoder

LiT (https://arxiv.org/pdf/2111.07991.pdf), 3Towers (https://arxiv.org/pdf/2305.16999.pdf)

Retrieval and zeroshot classification: 3Towers > LiT
Additional training cost and scale of models: 3Towers < LiT

https://arxiv.org/pdf/2111.07991.pdf
https://arxiv.org/pdf/2305.16999.pdf


Mind the Gap: Understanding the Modality Gap in Multi-modal Contrastive 
Representation Learning

Pretrained 
embeddings

Random 
weights

Reasons:
DNNs create cone effect
Multiple modalities→ different cones

Implications of changing modality gap by 
shifting the embeddings of CLIP

Zero-shot 
performance

FairFace dataset
MG: 0.82→0.97

https://arxiv.org/pdf/2203.02053.pdf
https://arxiv.org/pdf/2203.02053.pdf


Poisoning and backdooring contrastive learning 66

What can go wrong with multi-modal learnt encoders?

● Uncurated data source
● Higher risk of adversaries 

https://openreview.net/pdf?id=iC4UHbQ01Mp


Debiased contrastive learning

What if your negative samples are from the same class?

67

Uniform distribution across c latent classes

Relying on Positive unlabelled learning and 
estimating the negative sample distribution

Suggests more than one 
positive example per anchor 
point.

Loss modification

https://proceedings.neurips.cc/paper_files/paper/2020/file/63c3ddcc7b23daa1e42dc41f9a44a873-Paper.pdf


Decoupled Contrastive Learning 68

Reverse engineer by removing the multiplier

Negative positive coupling : easy 
classification pretext taskInfoNCE 

gradient

Increasing the learning efficiency
Loss modification

https://arxiv.org/pdf/2110.06848.pdf


Utilizing Expert Features for contrastive learning of time-series representations

● Dataset form : (X, F, Y) where F = {f_1,..,f_N}

● Interested in learning an encoder E such that the if 
the expert features of two points are similar then 
their corresponding representations should be 
similar too and vice versa.

● No augmentations or large batch sizes

Expert features guiding similar to class labels for learning representation

Similarity between 
expert features

Temperature parameter controls 
hard negative mining

Continuous version of 
pair-loss

Loss modification

https://arxiv.org/pdf/2206.11517.pdf


Non-contrastive learning (without negative examples)
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SimSiam
BYOL

Barlow 
Twins

No need of asymmetric prediction network or stop gradient

No representation 
collapse

https://openaccess.thecvf.com/content/CVPR2021/papers/Chen_Exploring_Simple_Siamese_Representation_Learning_CVPR_2021_paper.pdf
https://arxiv.org/pdf/2006.07733.pdf
https://arxiv.org/pdf/2103.03230.pdf
https://arxiv.org/pdf/2103.03230.pdf


Unsupervised Learning of Visual Features by Contrasting Cluster Assignments

● Avoid need of large batches or 
memory banks

● Propose a new augmentation 
strategy called multi-crop

● Improvement on ImageNet 

71

Source: https://github.com/facebookresearch/swav

Non contrastive learning (clustering based)

Divide and Contrast: Self supervised learning from uncurated data

Predicting Q1 from z2 with 
cross entropy minimization 
and vice versa

https://arxiv.org/pdf/2006.09882.pdf
https://github.com/facebookresearch/swav
https://arxiv.org/pdf/2105.08054.pdf


What after this?

1) From theory perspective
a) Geometry based 
b) Mutual information based (FLO estimators, other estimates )

2) From application perspective
a) More adaptive augmentations (Rethinking rotation, Triplet teaching )
b) Explanations in contrastive learning (in NLP, Consistent, CoRTX)

3) Multi-modality to other domains

…..
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https://arxiv.org/pdf/2205.06926.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/hash/b5cc526f12164b2144bb2e06f2e84864-Abstract-Conference.html
https://arxiv.org/abs/2308.15704
https://openaccess.thecvf.com/content/WACV2023/html/Miyai_Rethinking_Rotation_in_Self-Supervised_Contrastive_Learning_Adaptive_Positive_or_Negative_WACV_2023_paper.html
https://www.sciencedirect.com/science/article/pii/S0031320323003850
https://arxiv.org/abs/1811.03163
https://openaccess.thecvf.com/content/CVPR2022/html/Pillai_Consistent_Explanations_by_Contrastive_Learning_CVPR_2022_paper.html
https://arxiv.org/abs/2303.02794
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Thank you!


